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Why VTK-m?




Visualization and Analysis for HPC: Current Status

e Developed popular, open source
tools (ParaView, Vislt) based on the
Visualization ToolKit library (VTK)

— Widespread usage in DOE and >1
million downloads worldwide

— Hundreds of person years of effort

« Two major problems for exascale:

1) Many-core architectures (as current
VTK-based investments are primarily

* Problem

« Solution

« Developed general-purpose, scientific visua and analysis libra and tools
« designe dW|thp III mlnmldt operate on world’s larges tdt sets
. Ilbt open d velopment model engaging multiple National
L boratori n|verst and industry
* Impact

Scientific Visualization and Analysis Ecosystem for Large Data
(VTK, ParaView?*, VisIt*, Cinema, SENSEI, and VTK-m*)

* ECP funded

« DOE simulation scientists generate petabytes of data that they need to understand i

« Leading visualization and analysis solutions for Department of Energy scientists

« Used on all ASCR supercomputing facilities, and worldwide inmost HPC facilities

« Over 1 million downloads of software worldwide

« Creates capability for DOE to look at data from the world’s largest simulations

« Steve Langer (LLNL) — “We rely on this software for gaining an understanding of
complex and spatial variations in backscattered light simulations using pF3D,
where data may consist of over 400 billion zones per time step.”

User Community
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ASCR hlghllght slide for VTK-based tools.

only MPI parallelism) p

2) 1/O limitations will require in situ
processing

o

ECP/VTK-m project focused on problem #1 .\
ECP ALPINE is focused on problem #2.
Our approaches are complementary and

coordinated.
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VTK-m: the 'm’ is for many-core

« VTK:

— popular, open source, supported by a community
— ... but primarily single core only.

e VTK-m:
— name chosen to evoke the positive attributes of VTK
— ... but will support multi-core and many-core.

* VTK-m is the only DOE effort for many-core visualization.

— Previously there were 3 predecessor projects, but the PI's of those projects decided to join forces in 2014
to make VTK-m.




Overall Strategy: A framework to write-once-run-everywhere

Contour Streams Clip Render

Surface Normals Ghost Cells Warp
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Recent Accomplishments




Capability Delivery

EQSIM:SW4 Alpine Summit (384 GPUs across 64 nodes for Scale increased in
Lagrangian, 2000 nodes for traditional algs) FY20
ExaSky:Nyx Alpine Summit (512 nodes with 1 MPI task per node Nyx on CPU with
and 1 GPU per MPI task) OpenMP
PeleC Alpine Summit (64 MPI processes) VTK-m on CPU with
OpenMP
WarpX Alpine Cori (1024 compute nodes, 65,536 cores 40X scaling
with hyperthreading) improvement in FY20
WarpX Alpine Summit (27,000 GPUs) Featured in ISAV
keynote
MARBL Alpine Sierra (16,384 GPUs across 4096 nodes)
WDMApp ADIOS Summit (100 nodes) VTK-m incorporated in
EFFIS

External LLNL Sierra (16,384 GPUs across 4096 nodes) " Pl (GF it of s Rafog-Toor
instability with two fluids mixing in a spherica
geometry.
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In Situ/In Transit Visualization with WarpX

 VTK-m is providing in situ capabilities to WarpX (using Ascent)
o Simulation run on 600 GPUs on Summit
— Modeling a 10-stage laser-wakefield accelerator
» Functionality featured in keynote for ISAV 2020: Uses of In Situ/In Transit Methods in Large-Scale
Modeling of Plasma-Based Particle Accelerators
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Flow Visualization in WarpX Laser Wakefield Simulations

e Science Problem

— The Exascale Modeling of Advanced Particle Accelerators (WarpX) project
aims to answer outstanding questions in the physics of acceleration and
transport of particle beams in chains of plasma channels. One of the core
efforts in this project is the simulation of laser wakefields in plasma-based
particle accelerators.

— Modeling the flow of particles is critical to understanding the physics.

/

e Technical Solution

— Unlike flow in typical fluids, the velocity of particles must be inferred from
magnetic and electric fields by solving the Lorentz force equation.

— The frame of reference of the simulation shifts to follow particle
advancement, and the flow vectors must be translated to compensate.

- VTK-m’s flow visualization system was tailored to this application.

« Science Impact

— The numerically accurate particle tracking provides numerous flow
visualization techniques to better understand the flow in the simulated

particle accelerators.

Streamlines depicting possible paths
of particles in a laser wakefield.




In Situ Visualization in WDMApp Using VTK-m

e Science Problem

— The Whole Device Model Application (WDMApp) project aims to develop a
high-fidelity model of magnetically confined fusion plasmas, which is needed
to plan experiments on ITER and optimize the design of future fusion
facilities. One of the core efforts in this project is the development of a

framework to couple two advanced and highly scalable gyrokinetic codes:
XGC and GENE.

— Large-scale simulations require real-time feedback on the current state.

e Technical Solution

— Code coupling is facilitated by EFFIS, which orchestrates the codes and
numerous analysis and visualization services. The ECP/VTK-m team
incorporated an in situ visualization capability into EFFIS, which provides
WDMApp with 3D renderings of the electrostatic potential within the plasma.

« Science Impact

— These renderings provide near real-time insight to the running codes, as
well as for post-run analysis. VTK-m is used for visualization and rendering.
ADIOS is used for coupling with the running applications.
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Rendering of electrostatic potential
and streamer features in the plasma.

Cuts are made in the plasma to
highlight the edge coupling region.




How Do | Use VTK-m?




2.3.4.16 ALPINE/ZFP 2.3.4 ECP Data and Visualization products
form an integrated workflow

Apps In situ In situ Output/Artifacts Post
Infrastructure Algorithms Processing

ALPINE
[ New .
Infrastructure New e _—' N\ :
Algorithms >[=' ClN[MA_; ParaView
—: > ASCENT SV
:II: L}Q:::n Traditional > Trgi',;[;mal N Vislt
Algorithms —|/
1 N
::: ParaView Rendering l_T — N
Catalyst Rover >[ AD|@S J_l/
ADIOS
ZFP Compression
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Using VTK-m in ParaView

1. Load VTK-m

t5-OpenGL 2-MPI-Windows-64bit/bin /plugins.

P I u g | N  Local Plugins

ers Tools Catalyst Macros Help
Create Custom Filter... DE

Add Camera Link...

= Link with Selection g

@ Manage Custom Filters... [®
Manage Links...
Manage Plugins... i

Record Test...
Play Test...
Lock View Size

Lock View Size Custom...
Timer Log
Python Shell

Start Trace

Name

> AcceleratedAlgorithms
> AnalyzeNIfTIIO
ArrowGlyph

CatalystScriptGeneratorPlugin

EyeDomelightingView
GMVReader
GeodesicMeasurement
LagrangianParticleTracker
Moments
NonOrthogonalSource
SLACTools
SierraPlotTools

StreamLinesRepresentation

StreamingParticles
SurfaceLIC

PacMan
ThickenLayeredCells

> iVTKmFilters

vtkPVinitializerPlugin

Property

Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded
Not Loaded

i Not Loaded

Loaded

Load New ... | |Load Sd:ed

2. Use a VTK-m filter like any other

Filters Tools Catalyst Macros Help
b Search... Cti+Space b [ID> Df) <:lir‘-z] Time: |:
Recent ’ a
AMR » | 7 |Surface A X ﬂl
O ' ®® & |O \T( Decrease Volume Ren
CTH 4
- Common 4 I- : :
Data Analysis » P
Material Analysis »
Point Interpolation »
Quadrature Points »
Statistics 4
Temporal »
VTKm 4 VTKm Cell Data to Point Data
Alphabetical VTKm Clean Unstructured Grid
VTKm Clip h
VTKm Contour
VTKm External Faces
VTKm Gradient
8 X VTKm Level Of Detail
VTKm Point Data to Cell Data
% Delete || ?

VTKm Threshold



M ParaView 5.4.1 64-bit = O
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Properties Information

| Properties F X
Apply ) Reset 3¢ Delete ?
Search ... (use Esc to dear text) | %23
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Using VTK-m in Vislt

1. Turn on VTK-m in Preferences

Preferences ™

Clone window on first reference

Post windows when shown
v Prompt before setting default attributes
v Prompt before applying new operator
v New plots inherit SIL restriction

New plots automatically expanded

Replace plots
v Enable warning message popups
Floating point precision:

+ Float ~ Native

Parallel Computation Library:
VIK o\ TKm

mac

2. Use VTK-m-enabled plots as normal

Plots

RGN,

Add Operators

Curve

B

Delete Hide/Show

[

>
“Contour ogerators 3

Histogram

Label

Mesh

Molecule
MultiCurve

Parallel Coordinates

Pseudocolor
Qeratter

vV vV V V WV WV V V vV VvV
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Conclusion

» Let us know what further help you would like
— Do you want a more focused, more in depth tutorial?

» Let us know how to prioritize our development
— Is there something in particular you do a lot with ParaView, Vislt, Catalyst, Libsim, ASCENT, etc.?
— Is there something that seems to be running slower in ParaView, Vislt, Catalyst, Libsim, ASCENT, etc.?
— Is there functionality missing from ParaView, Vislt, Catalyst, Libsim, ASCENT, etc.?




